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Introduction

In the summer of 2013, the bod¥ological Informationi New Perspectivesvas
published Kittp://www.worldscientific.com/worldscibooks/10.1142/8818he book
includes the proceedings of a symposium of the same name, which was held at Corne
University in the spring of 2A1 What is the significance of this symposium and its
proceedings? More importantly, what is the significance of biological information
itself?

The proceedings include the research finding®scientists who representlaverse
spectrum of scientific dciplines including information theory, computer science,
numerical simulation, thermodynamics, evolutionary theory, whole organism biology,
developmental biology, molecular biology, genetics, physics, biophysics, mathematics,
and linguistics.These scimtists generally agreed on three crucial points:

1. Information is the key to understandifife. Within the simplest celthere
exists animmenseflow of information through a mintloggling system of
information networks. There is constant and multidirectional communication
between proteins, RNAs, and DNAs, and these biological information
networks are in many ways comparable to the internet.

2. These biological information systems appear to greatly surpass human
information technologies. Such information systems cannot possibly operate
until all the countless components of the system are in planeluding
hardware, software, multiple languagdsyage/transmission of communicable
prescriptive information units, error testing/correction systems, designated
senders/receivers, etc. Such systems must be comprehensive and coherent
integraed before they can effectively operate.

3. The enormous amounts of information found within any cell, and the
irreducibly complex nature of information systems, can no longer rationally be
attributed to just the mutation/selection process. New perspectives are needet
that might help us bedt understand the nature, origin, and maintenance of
biological information.

Biological Informationi New Perspectivelrings into serious question the long held
necDarwinian paradigm, which has claimed for over a century that mutation/selection
can explan all aspects of the biological realdm light of the new evidence presented
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in Biological Informationi New Perspectivest is necessary that biologists begin to
re-examine nedarwinian theory.

A major limitation of this book is that its papers argexthnical that most readers will

not be able to readily absorb them. The book contains 24ldwgh rigorous, and
usually exhaustive scientific research papers, written by experts in a wide range of
scientific disciplines. For this reason each ofthe ko6 s chapt er s ( pa
too long and too technical for most ngpecialists to absorb. Indeed, the average
college professomay have considerable trouble understanding many of these papers
which fall outside of his/her area of specializationotder to make the information in

the book more generally accessible, | have written my own view of the highlights of
the book and its general significance. This synopsis attempts to boil down and briefly
summar i ze eachipsaglesstéusicaltanggdgd. lihgpkihsgnopsis

will helpnons peci al i sts appreciate the signi
findings.

Because the authors contributing to this work were requested to avoid any lengthy
philosophical discourse, the broademp | i cati ons of the aut!
left unspoken. For this reason, | attempt to capture thehakee message of each
paper. In some instances | will doubtless miss the mark, and indhgse | apologize

in advanceAdditionally, in thissynopsis | take the liberty of adding a limited amount

of personal commentary.

Putting the Pieces Together

SummarizingBiological Informationi New Perspectivegs challenging because it
contains 24 highly technical scientific papers which contain ae haigpount of
scholarly material covering a wide range of topics. However, | believe there are three
general themes which can be used to tie together the papers in these proceeding
These themes arel) the amazing extent and sophistication of biological
information; 2) the many difficulties associated with creating such biological
information solely using the mutation/selection process; 3) the extreme difficulties
associated with preventing the systematic degradation of such biological
information, given only the mutation/selection processTherefore, | have organized

this summary along the lines of these themes, rather than following the sequence of th
actual symposium sessions.



Theme 1: The Nature of Biological Information

Nine of the papers includesithin these proceedings primarily investigated rilagure

of biological information These papers, taken collectively, show us that within any
living cell there is a vast amount of biological information, and more importaiatly
huge array ofnformationsystemsThe labyrinth of information networks within any

cell greatly surpasses what scientists could have imagined a decade ago. We al
experiencing an explosion in our awareness of what biological information actually
entails. It entails many types offormation, encoded by many languages, manifested
at many different biological levels. We are talking about layer upon layer of
information. The information networks that enable life are extraordinarily complex,
diverse, dynamic, and muldimensional. Thse biological information networks are
comparable in many ways to todayés int
vast tangle of di sjointed websites, a
involves an astounding degree of integration amaharkable unity of purpose (to
enable life). We have only scratched the surface in terms of understanding all the
aspects of biological information, but it is already clear that biological information
systems greatly surpass the best human informatotimééogies. All scientists should

be in awe of what is now emerging. All of this biological informatd@mands an
explanation in termef its origin and preservation.

Below are short thumbnail sketches of these first nine papers, and a brief comment ol

ech paperdéds significance. Each su*rfmary
chapter.

Biological Information 7z What is It?

Werner Gitt, Robert Crompton and Jorge Fernandez
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0001

Dr. Gitt (et al.),a worldrecognized specialist in information theory, provides an
overview offunctional inbrmation Dr. Gitt et al. show that biological information is
exactly the same type of information that we use every day in our electronic
communications. Biological information is what makes life alive, in the same way
information gives life to our compeits, the internet, and modern society. Like any
type of realworld information, biological information entails language (symbolic
representation and grammar), meaning (an informative message or specification), and
purpose (an expected result). Dr. Gitaktshow that information is itselfreon

material entity- it is neither matter nor energy. Mere matter cannot create information
or information systems. So how did biological information arise?



http://www.worldscientific.com/doi/pdf/10.1142/9789814508728_0001

Significance:lIt is irrational to believe that inanimate matter, without any guiding
force, can spontaneously give rise to complex information systems embodying
language, meaning, and purpodeéis our universal experience that these things arise
only through tle opeation of intelligence. linformation/language/meaning/purpose
donoti mply intelligence, then what do we

Pragmatic Information

John W. Oller, Jr.

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0003

Dr. Oller, an expert on language acquisition, measurement of language proficiency,
and the diagnosis of language disorders and related issues, shows that biological
information sysems, like the information that can be expressed in natural languages
(English, Chinese, etc.), depends on a deeply layered hierarchy efdntexcted sign
systems. The signs at the highest rank are richest in content. For instance, in natural
languagesve discover that sounds and syllables get their distinctive values from the
meanings they help to distinguish in words, phrases, sentences, and higher linguistic
units of structure. The key to Dr. Ol ¢
the rumber of possible strings at any given level in any natural language, or any
languagdike biological signaling system, grows exponentially as we progress up the
hierarchy of information layers.

This is a profound insight. Every step up to a higher tcbreal level creates an

explosion of possible strings (there are 26 English letters, but hundreds of thousands o
English words, and innumerable possible English sentences). But with each step
upward, the ratio of valid (meaningful) information stringssus meaningless

nonsense strings plummets, quickly approaching zero. Therefore in order to create (or
discern) meaning at higher and higher levels of language requires more and more
intelligence. As we move up the language hierarchy, the requiremehefopération

of intelligence does not increase linearlyincreases exponentially.

Significance:Language is arguably the strongest single evidence for the presence of
intelligence. The existence of many types of veryleigtl languages imbedded
throughout all biological systems strongly points to an underlying intelligence.

An Ode to the Code: Evdence for Fine-Tuning in the Standard Codon

Table

Jed C. Macosko and Amanda M. Smelser
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0018

Dr. Macosko, an expein biophysics, along with eauthor Smelser, shows that the
genetic code (the most basic language in the cell), is an incredibly optimized code. The
64 possible DNA triplets (codons), symbolically code instructions for protein synthesis
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(the 64 codonsreode 20 amino acigsus stat and stopnessags). This coding

system is essentially universal for all living things. Historically, it was thought this
universal code was arbitratyme r el y a Afr ozen accidento
naot arbitrary;it is extremely optimized the best possible code from among millions of
possibilities.

Significance: The evidence presented by Macosko and Smelser strongly argues that
the genetic code had to haveen alreadystablished and optimized BEFORE the first
living cell could have come into being.

Not Junk After All: Non -Protein -Coding DNA Carries Extensive

Biological Information

Jonathan Wells

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0009

Molecular biologist Jonathan Wells reviews the scientific literature orpnoiein

coding DNA, which makes up about 98% of the human genome. Some have called this
fij unk mdlEdrgued tlaat it is simply useless debris that has accumulated in the
course of evolution. Some Darwinists have argued that junk DNA provides evidence
for Darwinian theory and is evidence against intelligent design (since an intelligent
designerwouldpreu ma bl y not have | ittered organ
debris). Wells shows, however, that much4pooteincoding DNA has been

demonstrated to serve various biological functions, and that the list of demonstrated
functions is growing. Wells has ssaquently been vindicated by resultaifirthe

ENCODE( f or fiEncycl opedia of DNA El ements
that upwards of 80% of human DNA is biologicdilyctional.lt is probable thathe
remaining 20% of the genome is functional. Théapse of the longtanding doctrine
that higher genomes are primarily Ajunl

Significance: The amount of biological information that requires explanation is
exploding. The term @j un ks ddiSrissivelteans, b e e
meant to trivialize biological information, but it is now clear that our DNA, including

the nonproteincoding parts of it, is an incredibly sophisticated information network.

The Membrane Code: A Carrier of Essential Biological Information

That is Not Specified by DNA and Is Inherited Apart from It

Jonathan Wells

http://www.worldscientific.confdoi/pdf/10.1142/9789814508728 0021

Jonathan Wells (as above) reviews the evidence that cell membranes carry biological
information that is necessary for embryo development but is not specified by DNA
sequences. Membrane information is embodied in patieabgrovide targets for the
localization of intracellular molecules, global spatial coordinates in the form of electric
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fields, and an extracellular Asugar ¢ O«
Membrane patterns constitute a whole new laydxiological information, which

cannot be reduced to DNA sequences or explained by DNA mutations, and thus canna
be understood in neDarwinian terms.

Significance: The existence of whole new types of biological information (which
transcend classic DNAased genetic systems) greatly amplifies the explanatory
deficiencies of ne®arwinian theory. In addition to the membrane code, we have the
splicing code, the methylation code, the histone code, the epigenetic code, etc. Neo
Darwinian theory cannot explaithese newly understood information systems. How
did they arise? How are they coordinated?

A New Model of Intracellular Communication Based on Coherent, High
Frequency Vibrations in Molecules

L. Dent

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0019

Dr. Dent, an expert in electrophysiology, explores the possibility of an entirely new
level of biological networking within cells based upon naolar vibrational
frequenciesThis is the first cellular model which suggests that molecules may interact
at a distance. This line of thinking raises the prospect of letting us go beyond the
standard fAbilliard ball o muwithiethecellflt r and
appears quite clear that there has to be more going on within cells than simple
Brownian motion. Otherwise many reactions would be much too slow (i.e., DNA
replication). This is because sastthmny |
right spot at just the right moment at just the right angleh en dock, r eac:
awayo to their next designated destinat
molecule.

Significance: The existence of multiple new categories of biologidfarimation,

including this possible new vibrational communication system between molecules at a
distance, is extremely exciting. Such systems could never be explained by
mutation/selection, because like epigenetic systems and the membrane code, they mu:
transcend DNAbased genetics.

Multiple Overlapping Genetic Codes Profoundly Reduce the

Probability of Beneficial Mutation

George Montafiez, Robert J. Marks II, Jorge Fernandez and John C. Sanford
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0006

Montafiez (et al.), a PhD candidate in the field of Machine Learning, shows that there
are multiple overlapping codes (messages) within the genome. These authofsashow t
diverse codes are extensively overlapping within the DNA sequence. This means that ¢
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typical nucleotide can simultaneously contribute to multiple messages and multiple
types of information systems. Therefore, most nucleotidegaydunctionali and so
most nucleotides must Ipwly-constrained It is demonstrated mathematically that this
amazing reality profoundly limits the frequency of potential mutations which are truly
beneficial. To the extent there is significant overlap in genetic catlesst every
mutation that is beneficial for one code will be deleterious for one or more other
overlapping codes. Unambiguously beneficial mutations (not deleterious in any code)
must therefore be extremely rare. To make matters worse, the vast na@jority
mutations which are truly beneficial wilbt be subject to effective selectidmis is
because of the selection threshold problem, wherein all vesnipactmutations

become urselectable
(http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 Q0Ahy truly
beneficial mutations that might arise will fail to be selectively amplified, except where
they simultaneously have a biological benefit above the selabtieshold. Since

almost all beneficial mutations make only a miniscule contribution to total fitness,
truly beneficial mutations which are actually selectable must be vanishingly rare.

Significance: Overlapping codes represent a type of data compressaircomputer
scientists can only dream of. How could overlapping codes have ever arisen? Once in
place, how could they ever be improved? Unambiguously beneficial mutations which
are actually subject to selection must be vanishingly rare. How then do comple
biological specifications arise?

Biocybernetics and Biosemiosis

Donald Johnson

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0017

Dr. Johnson, having PhDs both Computer Science and Biology, demonstrates that
the information networks found within living cells are remarkably similar to computer
networks. He shows that along with DNA, every protein and RNA simultaneously
constitutes both hardware and softecaAs living algorithms, such information
molecules simultaneously encode their own basic sequence, folding, transport, and
biological function.

Significance:Nobody thinks that computer networks (including the associated
hardware, software, language, asgecified meaning), could ever arise
spontaneously. So is it reasonable to think that vastly superior biological information
systems, occurring just above the atomic level, could arise by any type of Darwinian
trial/error process?
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DNA.EXE: A Sequence Comparison between Human Genome and
Computer Code

Josiah Seaman

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0016

Seaman (a computecientist and a candidate for a PhD in bioinformatics), has
expertise in data visualization, and shows that the architecture of higher genomes is
remarkably similar to the architecture of executable computer code. In both
information systems, strikingly sifar repeating elements are seen (especially tandem
repeat sequences). This strongly suggests that repeat elements found within higher
genomes are not fAjunk DNAO. Hoaeddtiveoktleen s 1
cell, and describesthe RNAandprei n of t he RAVe |l | as the

Significance: Tandem repeats within genomes have historically been used as
evidence for fAjunk DNAO and are cited
haphazard process. But nearly identical tandem repeats acsfalind throughout
executable computer code. The tandem repeats in computer code are certainly not jun
- they contain essential information. The tandem repeats in executable computer code
never arise haphazardly; they only aiby designThe amazing architectural

similarities between executable code and higher genomes clearly indicate that
biologists have much to learn from computer scientists, and computer scientists much
to learn from biologists.

Theme 2: Difficulties in Creating Biajccal Information

There are nine papers included within these proceedings which primarily address the
difficulties inherent in creating biological information systems. A thoughtful person
who reads the nine papers in the previous section, should immediatekhat there

are many levels of difficulty.

Intra-cellular communication is essential for life, and involves the continuous flow of
information through countless information networks. Any communication network of
this type needs many things beforecéin even begin to function. For example a
biological communication network minimally requires at least three material elements:
a) Information senders and information receivérslife, these are typically molecules
which can both send/receive); Bhysi@l media for information transmissidin life,

these are typically messenger moleculesFilt¢ring devices that detect and eliminate
false or faulty signalqin life, DNA repair enzymes, RNases, and proteasds).
addition, any biological information etwork requires at least three nomterial
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elements: aOne or more prexisting languagesvhich can be understood by both
senders/receivergsuch language must include vocabulary andngnari i.e., the
genetic code)b) The actual information to be commicated.Information can be
defined as dAthat which is communicatedo
sendeireceiver molecules, nor the carrier molecules (e.g., when we send an email, the
computers/cables/electrons are just the media, not theg®s3 he information to be
communicated is inherently conceptual in nature (it is widely understood that
information is neither matter nor energyx) Meaning and purpose Living
communication networks must communicate all the essential specificatiozsaftity

what needs to happen (the meaning) to enable life to be alive (the unifying purpose o
all biological information).

So even a simple biological information network cannot begin to operate until the
necessary material and romaterial components @rall in place. In this sense a
biological information system is much like a computer system in that both are
irreducibly complex needing all the essential components in place before the system
can start. This is most easily seen in a computer systewhwisis many minimal
prerequisites access to an energy network, a hardware system, a software system, on
or more languages, and an integrated meaning/purpose hierarchy. In the case of
computer, we know by way of our universal human experience that gwnete one of
those preaequisites could only arise through the operation of intelligence. For a
computer system, it is obvious that all these material andmadarial components
could never arise spontaneously or fall into place simultaneously. Upafulca
consideration, the same should also be obvious in terms of biological information
systems. The trial and error process of mutation/selection has no possible relevance f
information sygems until all the prerequisitsomponents are already firmly place

and operational. Only after an information system is in place is it relevant to ask:
ACould mutation/selection improve and ¢

Since biological information systems are most like computer networks, it is logical
ask if there are anknown selfevolving IT systemsThe internet can be viewed as one
vast experiment to see if hardware, software, or information systems cavaed.

So far there is not a trace of evidence of such-esaifution. Everything thats
functional within the realm of IT is designed (even the bad stuff). Some might think
that computer viruses might arise by an evolutionary proicésg they do not; they
are all designed. Some computer Vv ivadals e:
antivirus softwarel but if so, this would just reflect a still higher level of malicious
design. It is entirely reasonable to expect that occasionally a random error could (will)
enhance a computer virus or a software program. When this does héppéh
merely reflect a trivial and mundane event. It will NOT show that our computers, our
software, our internet networks, or our emails generally arise by trial and error. The
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entire digital world is extremely powerful evidence that information afatrimation
systems only arise by the hard work of countless intelligent designers. The digital
world we now live in clearly falsifies the idea that information and information
systems can arise by trial and error. Intelligence is coupled to information in a
profound way.

Letdés continue with the computer anal c
operator, the electrical systems, the hardware systems, the computer language systen
the computer operating systems, and all but one executable prograenqlvesdy in

place. So we just need to create one new executable computer program. Could trial ar

error do that? This is very similar t
create a totally new gene within a feisting lv e ¢ @Hel p&pérsthat are
summarizedbelows how t he answer is a resoundinc

The first three papers4examine previous claims that certain software programs have
proved that information and information systems canesifve. It has been claimed

that such programsprove that within a digital environment, the Darwinian
mutation/selection process is truly a creative and -@meled process which can
create any amount of new information. It has been widely claimed that when these
programs runthey continuously, and ithout limit, create new informatiode novo

On the basis of these programs, it has been claimed that trial and error might indee
create all the hardware, software, language, and specified meaning/purpose as need
for life. However, these claims can ndw strongly refuted.

Tierra: The Character of Adaptation

Winston Ewert, William A. Dembski and Robert J. Marks
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0005

Dr. Ewert (et al.)who hasa PhD in Electrical and Computer Engineering, evaluates

the digitatevolution simulation progranfierra This simulation was developed by
Thomas Ray. Tierrasirhuat es Adi gi t al organi smso, w
(short sequences of computer instructions) which wemdoraty altered within the
Tierrasimulation. Over time, the sequence of instructions within the small programs

changs, and thiswastermedtiyay Adi gi t al evolutiono.
demonstrate a digital equivalent of the Cambrian explosion. Initially, Tierra seemed to
show some promise, producingasedeBa d apt ati onso. However

that arose were very limited in natued were all deadnds, leaving Ray and others
to deem Tierra a failure.

Dr. Ewert took a closer look as to why Tierra initially showed promise, but eventually
failed to deliver anything like a digital Cambrian explosible shows that the few
Tierraadapations were due to loss and rearrangement of digital information rather

11
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than creation of new information. When viewed on the genomic level, Tierra
Aforgani smso only underwent trivial or 1
rearranging existing inforation has very limited potential for major innovations or
creation of new levels of information. For this reason Tierra could only give rise to
minor variations, and even such minor alterations only arose for a limited period of
time. After a short periodf generating a few novel variants, the program always

quickly reachedadeselnd and stopped fAevolvingo. D
clear that Tierra was never a genuinely-se#fative system, and solt&d to produce

any meaningful oopertended evaltion.

Significance: Tierra was not a realistic model of biological evolution, iyestill

failed. It teaches us nothing in terms of how +e&alld biological information

networks might be established or expanded. Instead, it only shows us: a) adaptive fine
tuning (small superficial changes in a pegisting information system); and b)

adaptive degeneration (minor adaptations based upon loss of information). It shows a
few inherently superficial and limited adaptaticrfellowed by terminal stasis. This is
consistent with the study by Basener
(http://www.worldscientific.com/doi/pdf/10.1142/9789814508728_0004

Computational Evolution Experiments Reveal a Net Loss of Genetic
Information Despite Selection

Chase W. Nelson and John C. Sanford
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0014

Nelson (and cauthor), a PhD candidate ioinformatics and molecular evolution
thoroughly evaluates the biological implicatfoof the computer prografvida

(Avida is the program that superseded and replaced the Tierra program described
above). Avida was designed to include features that give it the appearance of being
more relevant to biological evolution.

Like Tierra, Avidai s a computer program which <c¢l a
and therefore is thought to prove the feasibility of biological evolution via the
mutation/selection processapart from any design. However, it is important to note

that both programs onlyperate due to enormous amounts of floatled design. For
example, the Avida program itself was very carefully designed, as were all supporting
software programs, all the software languages, all the necessary hardware, power
source systems, etc. Withimis vast array of designed systems, was a tiny bubble
wher edifruenct ed evolutiond might be happe
i nformation system-dvwebhsiioghh evda sc hsawnlgjeedc tw ats«
strings of computer commands.

12
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As with Tierra, the Avida program begins by establishing a population of many copies

of an initially designed fAdigital orgart
of computer instruciiopy® whimmanidncITihhee :
just a random string of commands, which
copy commando (which is designed to be

to randomly introduce changes into the Avida organisms (new computer instructions
are impored into the string). These instructions are themselves designed units of
information. Then the Avida program implements a process of selective competition
bet ween the fAmut ant lessfistrings, svimies alowingonhe | i mi
themore fitstrings to secopy. i Fi t nesso0o i n Avida is def
for a given string of instructions to do certain trivial computational chores (like taking
two random numbers and subtracting one from the other). The Avida program then
repeatghis cycle of mutation, selection, and replication many thousands of times (self
copying, inserting new instructions, asubsequentompetitive survival). This highly
designed system has some resemblance to biological evolution because it has an
element6 fAimutationodo (randomly importing it
and has an element of competitive selection (by chance some strings can do things the
other strings cannot, and these are allowed more opportunity to survive and reproduce

N e | s analysis of Avida reveals three serious problems which bring into question
the concepts of both digital and biological evolution via the mutation/selection process:

a) Reductive (degenerative) evolution in Avida is extremely stesngas also

observedn Tierra. To circumvent this problem génetic entropythe Avida designers
had to do two things. First, -capyirgy had
instructions from mutations (this part of the Avida organism is immutable). In addition,
like the designer of Tierra, they had to artificially reward duplication events (otherwise
selection for reproductive efficiency favors deletiemghich systematically shrink the
string of commands and clearly reduce total information).

b) The evolution of &its requiring large numbers of individualrising bits of

information is exceedingly problematico circumvent this problem the Avida

designers did not even try to modify the Avida string of instructions one binary bit at a
time (which would have beanore biologically realistic, but would have completely
failed to create information). Il nstead
sizable, complete, autonomoustinctional units of information (entire instructions).
Biologically speaking, thissia little like substituting whole genes instead of making
simple nucleotide substitutions. Furthermore, Nelson shows that the Avida designers
had to carefully design a smooth stsit e p pat hway for buil di
complex functions. Thesdightly higher Avida functions were built by combining just

a handful of extremely simple lower functions. But even such simple combinations of
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instructions were typically too rare to arise spontaneously by themselves (even when
letting Avida runtens of housands of generatigngor this reason, just the right
intermediate steps had to be designed, with each step arising reasonably frequently,
and with each intermediate step being given a very large fitness reward (hence being
strongly favored by selectid. Nelson shows that the high&vida functions never
evolvedwhen he removed the very strong selection for the purposefully designed
intermedi ate fistepping stone functions
stairstep mechanism in placegtmodestly higher Avida functions were essentially
Airreduci bl e compl e-=xlasignediBaturh, dwvida cahnbtiget past r
the very simplest functonsmm ot even gi ven deep wdtihgne 0.
time problemThis waitingtime problem becomes fatal in Avida when more than 7

steps are needed to create a selectable function. This general waiting time problem
becomes insurmountable in any evolutionary system when there are very many steps
required to create a selectable fuoitiTo put this issue in perspective, in real

biological systems a minimal functional (selectable) unit of information (a gene),
typically involvesthousand®f binary bits of information. The waiting time for such a
selectable function to arise spontanggumust exceed the age of the universe.

¢) Nelson shows that the problem of selection threshold is deadly to the operation of
Avida or any similar systerithe designers of Avida made it so that the slightest
increase in functionality was given a hugproeluctive reward. Likewise, the smallest
loss of function resulted in an enormous reproductive penalty. So there was artificially
strong selection for beneficial changes and artificially strong selection against
deleterious mutations. This was a grossrefizsentation of biological evolution,

where most random changes have only very tiny reproductive (selective)
consequences.

When Nelson ran the Avida program using more biologically realistic fithess rewards
(selection coef fi cihansmbryke donvconplatélys Nos e | e «
even a single one of the simplest functions could evolve. Furthermore, when Nelson
initially let Avida run with its artificially high reward settings (so that all of the 9

possible functions arose), and then switched thgram to realistic selection

coefficients, the Avid@rganisms underwent systemadiegeneration, such that all 9
functions were quickly Il ost (i.e., the
went to zero).

When critically examined by competenblogists, using biologically realistic settings,
Avida proves that mutation/selection cannot realistically create a single binary bit of
information. In this light we must ask, is there any conceivable way that the entire
Avida prograncould haveever arsen without a designer?
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Significance: Even with massive amounts of fréodded design, Avida cannot

honestly be used to support ABarwinian theory. Instead, Avida helps to reveal
numerous and profound limitations inherent in the mutation/selectiarepso Given
biologically realistic settings, Avida fails to create a single binary bit of new
information. The more we make our genetic simulations biologically realistic, the more
clearly the mutation/selection process fails. As will be seen, the miusgibadly
realistic simulation to date (Mendel 6s
limitations of the mutation/selection process.

A General Theory of Information Cost Incurred by Successful Search

William A. Dembski, Winston Ewert and Robert J. Marks II
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0002

Dr. Dembski (et al.), with PhDs in both Mathematics and Philosophy, is widely known
for his work in information theory and information search strategies. Dembski et al.
examine in a gewsermRrrchsepmog, amdior € stue d
which claim to prove that digital mutations/selection can create information. Such
programs are designed to purposefully try to seek out instruction strings that can do
something (anything). These programs are thought to be relevant to biological
evolution because many evolutionists imagine that mutation/selection is itself a
naturallyoccuir ng fAsearch programd. They-envis
directedanduwid e si gned fAsearch engi neoenablnmgi ch
biological information systems.

Dr. Dembski shows that the reason direetedrch engines and genetic aitjons are
effective, is because they are intelligently designed. More specifically, they are
intelligently designed based upon crucial enabling information available to the

program designer. A search program cannot be designed to do any better than a
randaon search, unless the designer has vital information on which to base the search.
Without useful information which can guide the search, even a designed search will do
no better than random trial and error. For example, the search designer must first have
information about what is being searched for. Secondly the search designer must have
some information about where the object of the search is most likely to be found. The
key operational words for making a search which is superior to a random search are
directed intelligence information Take away these three elements and you are always
back to a random search.

Dr. Dembski uses careful logic and mathematics to show that without information

upon which to base a search, even the most brilliant mind caesighda search which

is more effective than random trial and error. If even intelligent designers cannot create
effective searches (apart from meaningful guiding information), then obviously neither
can undirected natural forces create a search betterrdnradom trial and error. Some
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might ask: What if nature could somehow creasearch for a better sear@hrhis

rather abstract notion is rigorously examined by Dr. Dembski et al. They show that this
intellectual contrivance for creating spontaneous mfdion actually makes the whole
problem worse. The time and resources needed to randomly create and test many type
of random search strategies, in order to see which is best, will take much more time
and resources than a single random search would require

Significance: The work of Dr. Dembski et al. indicates thatdirected natural

forces could never reasonably be expected to give rise to spontaneous search engines
which could never give rise to spontaneous information, which could never give rise to
spontaneous life.

Limits of Chaos and Progress in Evolutionary Dynamics

William F. Basener

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0004

Dr. Basenerwith a PhD in mathematics (specializing in topology and dynamical
systems), addresses the problem of biological stasis. He uses mathematics to show th
selection is effective in optimizing a biological information system that is already in
place, but itannot lead to a continuous increase of new functions or new information.
Instead, what Dr. Basener observed was that what was being selected for quickly
reached a natural limit, at which point all advance stopped. By making very minimal
assumptions on thevolutionary models, he shows these results hold for an extremely
broad class of dynamic model s fdinearevol
dynamics contribute nothing to the-gning increase in complexity or evolutionary
fitness of biological syt ems . 0 He :fjétlse oavoloutsiagnary
by mutationselection, in both mathematical models and directly observed behavior, is
that of a system going to equilibrium ;
observed in the Tierra aiiida programg a very limited amount of selective

progress followedy un-ending stasis.

Dr . Basenerd6s mat hemati cal anal ysis agi
- including plant breeders, animal breeders, and lab researchers domng gpies of
long-term selection experiments. This is also what is seen when adaptation is observec
within wild species. Mutations/selection works very well, on a very limited scale.
Selective progress is generally very limited in terms of enabling oplrficial

genetic changes that enable adaptation to a new environment (just fine tuning as
opposed to genetic innovation). Once this4imaing is achieved, the selective

progress stops, followed by stasis.

When plant breeders seldot a trait such aBuit size, they initially see rapid progress,
but the selective progress quickly approaches a natural limit, leading to stasis. At some
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point the very largest fruit have major associated defects (like splitting), and are no
longer suitable breeding matakiLikewise, when animals are bred for larger size, a
natural limit is consistently approached, and the largest animals develop severe
pathologies. Similarly, the famous lotgrmE. coliexperiment by Lenski et al. shows
a relatively superficial adaptan, followed by rapidly diminishing returns. When
bacteria were grown for two decades on an artificial diet, the bacteria adapted to the
medium, such that growth rate quickly underwent rapid selective improvement. But
there is obviously an upper limit tarms of how fast bacteria can grow. Beyond a
certain point, ofgoing selection on the same artificial medium yielded diminishing
returns, clearly foreshadowing eventual stasis. In nature it is not unusual to see a
species adapt to a new environment. iBigt very clear that such adaptation is usually
superficial in nature (i.e., a color change, size change, or other simple modification).
What we actually observe is that this type of adaptive change seems to always be
limited to finetuning of preexisting information (rather than creation of any novel
functions), and seems to always quickly lead to rapidly diminishing selective progress
and eventual stasis.

Significance: Strawberries, cows, bacteria, and finches all change in limited and
superficial waygby finetuning of existing information), but such minor changes occur
only so that a given life form can persist and fundamensédly the sameAdaptive
fine-tuning does not explain the origin of all the underlying information networks
which give lifeto these creatures. Instead, geneticineing leads only to stasis.

Multiple Overlapping Genetic Codes Profoundly Reduce the

Probability of Beneficial Mutation

George Montafiez, Robert J. Marks II, Jorge Fernandez and John C. Sanford
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0006

As mentioned in the previous section, Mdi@a (et al.), examined the implications of
new findings that indida that within biological inform&in systems there are many
ovellappingmessages and ovapping codes. This represents a very sophisticated form
of data compression. Overlapping codes by themselves create major explanatory
difficulties: How could they pssibly arise by natural process alone? Moreovetr,
because overlapping codes are gaolyctional (one DNA sequence can code for two or
more messages), they are also gmipstrained (each nucleotide contributes to more
than one messageavhich greatly reducethe chance that any random change could be
nondeleterious). The re#y of ovellapping codes drastically reduces the probability of
unambiguously beneficial mutations. This demands that scientists dramatically adjust
downward their estimates of the aaltvate of beneficial mutation. The mathematical
analysis by Montafiez et al. indicates that the actual rate of beneficial mutation could
easily be 100dold less than has previously been thought.
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Extremely low rates of beneficial mutation create veryossriexplanatory difficulties.

If unambiguously beneficial mutations are extremely rare, then there are simply too
few beneficial mutations to allow for genothailding. For example, the ajfpe-man
scenario requires that, minimally, tens of millions ehéficial mutations mustrise

and advancall the way to fixation in just 300,000 generations. This means that
hundreds of beneficial mutations must be fiesdrysingle generationGiven the

analysis by Montdez et al., the beneficial fixation rate wdude many orders of
magnitude too small to accomplish this. Numerical simulations suggest less than 2,00(
beneficial mutations could go to fixation in six million yearsven assuming a small
population and one beneficial mutation per individual per ggiomn. To make matters
worse, it is now well known that a large number of-iowpactdeleteriousmutations

are continuously accumulating within any natural population, which must lead to
unavoidable erosion of information content
(http://www.worldscientific.com/doi/pdf/10.1142/9789814508728_0010

Traditionally, it has been assumed that suclgoing genomic damage might be
compensated by egoing amplification of beneficiahutations. But this is not feasible

if beneficial mutations are extremely rare. Lastly, only a tiny fraction of the truly
beneficial mut ations that mi gdettionari se \
threshold All the other beneficial mutations would be lost due to genetic drift, because
they would be too subtle to respond to natural selection. This problem is described in
detail below.

Significance: It is now well established that there are extensive ovpitapcodes

within higher genomes, representing an extremely advanced form of data compression
Deployment of overlapping codes transcends anything computer scientists would even
dream of. Overlapping codes represent a quantum leap in our understantlireg of
sophistication of biological information systems. The Darwinian trial and error
mechanism cannot create or improve this type of information technology.

Selection Threshold Severely Constrains Capture of Beneficial

Mutations

John C. Sanford, John BBaumgardner and Wesley H. Brewer
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0011

Dr. Sanford, with a PhD in plant genetics, along with his twauibhors demonstrates
that there is a fundamental problem when trying to create new biological information
via beneficial mutations. Not only are unambiguously beneficial mutations extremely
rare (seéMontaiezet al.above), but the vast majority of such mutatibage
extremely smal|l bi ol ogi coa)This mdkésehemt s ( t h e
essentially invisible to natural selection. Dr. Sanford et al. use advanced numerical
simulation to show that for any given population and any given set of circumstances,
there is a quantifiableelection thresholdand any beneficial mutation that hafsti@ess
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effect less than this threshold will not respond to natural selectio®aford shows

that this phenomenon profoundly limits the capture of beneficial mutations. Under
realistic circumstances, only about 1% of beneficial mutations have a strongh
biological effect to be candidates for selective fixation. Therefore, of the few truly
beneficial mutations that do arise (see above), the vast majority cannot be selectively
amplified, and are lost due to genetic drift. Since most of the functioicédotides

within a higher genome make only a tiny contribution to total biological functionality,
most of the genetic information in such a higher organism cannot be attributed to the
mutation/selection process.

Sanford et al. go on to explain that fees beneficial mutations that do have

substantial fitness effects must necessarily arise independently and in isolation (both ir
time and in chromosomal location). Since the amount of information that can be
attributed to isolated point mutations is ertiedy limited, the inability to create and

select large integrated sets of mutations is extremely problematic from an evolutionary
view. There is a huge difference between a point mutatioranimtegrated

contiguous, orderesetof mutationslt is well known that essentially all information,
including essentially all biological information, is conté&esedAny given letter

means nothing apart from its context within a much larger array of associated.letters
Hence large numbers of letters must arigeuianeously and in a coherent manner to
create meaningful text strings. All of the individual letters in any functional text string
(be it DNA, RNA, or protein), are mutuaiyefining and profoundly intedependent.

Rare, isolated, highmpact beneficiamutations scattered across the genome can do
nothing to create the type of information found within text strings.

Significance: It has long been thought that since beneficial mutations happen, and
since natural selection happens, continuously increasioiggical information should

be inevitable. This paper shows that thiswaficed historical perspective was naive.

Not only are there too few beneficial mutations for genbuikling, but most of the
information in higher genomes is encoded by nucleotidesh individually are too

subtle to be have been selectively established. The few truly beneficial mutations that
arise and have sufficient impact to be selectiaghyplifiedonly arise independently

and in isolation. This profoundly limits their poteaitimpact. They can only

accomplish finduning of preexisting biological information. Realistically, genomes
cannot be built one beneficial mutation at a time.
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Explaining Metabolic Innovation: Neo -Darwinism versus Design

Douglas D. Axe and Ann KGauger
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0022

Drs. Axe and Gauger, both PhD biochemists, examined the many levels of difficulty in
trying to explan the origin of the information within metabolic pathways via the
Darwinian trial and error mechanishey identify six levels of difficulty:

a) Cost of Gene Duplicatiorit is universally understood that neither a protein
(hundreds of components), ogane (thousands of components), can arise
spontaneouslyregardless of waiting time. So it is assumed that the only way to create
new information which might establish a new metabolic enzyme would be via the
modification of an already existing protein/gefiis line of thinking presumes that a
preexisting gene undergoes accidental duplication, with both of the duplicates
continuing to be expressed (transcribed/translated), followed by a series of mutation
and selection events. The gene duplication byfitgélbe deleterious due to disrupted
gene regulation, disrupted chromosome architecture, extra DNA replication, and
wasted RNA/protein production. Such duplications should be selectively lost, at least
until numerous favorable and complimentary bendfitiatations occur in one of the
duplicates (but none in the other), in order to create a new function which has enough
selective benefit to offet the costs associated with the duplication. As will be seen
below, the waiting time for this to happen undealistic circumstances, even for a
single gene, will almost always be prohibitively long.

b) Time to fixation of a beneficial mutatioAlmost all new mutations arise and then
rapidly go extinct due to random genetic drift. For this reason, in anypameation,

a beneficial mutation must arise repeatedly, an enormous number of times, before it is
NOT lost due to drift. This creates a long waiting time for a given mutation to arise
that is not going to be lost. Even when that lucky mutation arisgtg| iteeds a very

long time to go to fixation, especially when the selective benefit is small and the
population is large.

c¢) Time to fixation of specific combinations of beneficial mutatiGeserally more

than asingle mutation isequired to transform an existing protein into a different

protein with a significantly beneficial new function. Generally, a single mutation by
itself will have no selectable benefit. If two mutations are required to have a selectable
benefit, the waitig time can become seriously prohibitive. In this case the waiting time
is much longer because both mutations must be complimentary and must arise almost
simultaneously and on the same chromosome. Even when that rare double mutation
event finally happenst will almost universally be lost to drift until the double

mutation has happened repeatedly a vast number of times. When more than two
mutations within the same gene are needed to create a selectable benefit, the waiting
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time to fixation rapidly becomgsrohibitive in the extreme (i.e., greater than the age of
the universe).

d) Time to fixation of enough coragientary beneficial mutations to establish a
significantly new proteiriTo alter a single protein in a more fundamental veay. {0
createan enirely new fold), requires many mutualtiependent and mutualtyefining
beneficial mutations, which must arise upon the same chromosome at more or less the
same time. The waiting time for this to happen is staggering. But that set of mutations
mustoccuravast number of times before the set is NOT lost due to genetic drift.

e) Time to fixation of enough complementary beneficial mutations to establish a new
metabolic pathwayA metabolic pathway requires many proteins and is affected by
many genes. So estahing a new pathway requires a great many beneficial
mutations, arising more or less simultaneously in numerous gedesthe same
chromosome, all of which are mutuathgfining and mutualhdependent. The waiting
time is obviously vastly greater th#tme waiting time for just a handful of mutually
dependent mutations within a single gene.

f) Causal Circularity There are numerous biosynthetic pathways where the molecule
being made is required for the pathway to operate that produces it. Thislésldkdit

the old adage Ayou have to have money
of the essential components of a cell are likeitldach essential component is

necessary for the other essential components to be synthesized and fun@oning.
ultimately each such component is needed for its own synthesis. So how did that gene
get established originally?

Significance: The authors make it very clear that metabolic pathways cannot be
created one mutation at a time. Their last point might beessed most broadly in the
form of a Tomake anybraegfehe esiential components of life, one must
already have that component preseptl us al |l t he ot her esse
| believe this is the fullest expression of the conoéptological irreducible

complexity.

Supplemental Papers on Self Organizatiorin addition to the three original sections
presented at the Cornell symposium, a fourth sediadded to thespublished
proceedings, incorporating the work of Drs. Kauffrasu Weber (edited by Dr. B.
Gordon) . These suppl ement abr gpapeezatif ol
self-organization model proposes that while the standareDaewinian theory is not
necessarily wrong, by itself it is insufficient to expléife andthe generation of

biological information The seKorganization thesis is that inherent in natural reality is

the ability for complex systems to arise spontaneously, even apart from the
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mutation/selection proceddote: These two papers haveamamb i ned fAsi gni
section.

A)

B)

Evolution Beyond Entailing Law: The Roles of Embodied
Information and Self Organization

Stuart Kauffman
http://www.worldscientific.com/doi/pdi0.1142/9789814508728 0023

Dr. Kauffman is currently Distinguished Professor of Biochemistry and
Mathematics at the University of Vermont and Distinguished Professor of
Computational Systems Biology at the Tampere University of Technology in
Finland. Dr.Kauffman is also a weknown theorist and advocate of self
organization. Dr. Kauffman discusses his own model of life, wherein the origin of
life and biological information is inherently nateterministic. He therefore
contends that Afpeh ybse gcisn sedn.d sHewhseirnei Ilair
is nondeterministic, the concept of fretdaded intelligent design is not a viable
source of biological information. He argues that life is not predicted by any

specific set of natural laws. Ratheisiin the very nature of natuteh at Al i f e
bubbles fortho. Dr . Kauf fman asserts
the entailing | aws of modern physics.

biosphere literally constructs, without selectionpit future possibilities. Dr.
Kauffman urges that this fraeawork be examined in more depth.

See next summary for significardiscussiog

Towards a General Biology: Emergence of Life and Information
from the Perspective of Complex Systems Dynamics

Bruce H. Weber

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0024

Dr. Weber, Professaf Biochemistryat California State University Fullerton and

at Benningta College, is also well-knowntheorist and advocate of self
organization. Dr. Weber presents an overview of theagHnization perspective.

He describes the tension between the reductionist view (biological reality is found
in the components of lifend their predictable interactions, with higher level life
systems being merely fAepiphenomenad),
reality is found in the organism, its molecular components are merely
epiphenomena). Dr. Weber holds to the holismvyidat life is more than its
components/interactions. Like Dr. Kauffman, he does not feel this points to any
type of intelligence, but rather contends that it is in the very nature of nature that
higher levels of organization spontaneously emerge fravardevels, and

furthermore such emergence is not dependent on natural selection. Rather, natural
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selection itself is an emergent phenomenon. Dr. Weber gives three examples of the
basic three levels of emergence: 1) The liquid properties of water emaemgéhir
molecular nature of water; 2) Convection cells emerge from the thermodynamic
disequilibrium of bottorrheated fluids (related exampliesnowflakes, tornadoes);

and 3) evolving life systems emerge from storable information which specifies
survivalh t his | ast point Dr. Weber stat
research i sé how i typecxaeia nutleic adids camentat a
specify the analogical information in the thousands of proteins that catalyze
metabolismand areinvoldle i n si gnally and processi
that Drs. Kauffman and Weber come into agreement with the other 27 scientists
contributing to this volume. The ndézarwinian mechanism of mutation/selection

can neither explain the origin of biologidnformation notheorigin of biological
information systems. Stating this more broadiypurely reductionist (Darwinian)
explanation for the origin and maintenance of all of life, including mankind, is no
longer credible.

Significance: Most of thepapers presented in this book have been research papers
which presented detailed scientific analyses of specific scientific issues. Symposium
authors were asked to stick to their scientific analysis and at most, to only touch on
philosophical issues in psisig. However the authors of these last two supplemental
papers were given greater license, and so provided essays that are primarily
philosophical in character. These papers were welcome additions to thisTiayk
broaden t he r anges poefc tpirveesseon.t eTdh efisnee w wpoe |
concept of Aintelligent designo, but |
thestrictly materialist explanation. Dr. Kauffman suggests that information systems
arise via what h eForang perssnallf, this seano @dsupposeg i C
a type of magithatrequires some kind of intelligent magician. Similarly, Dr. Weber
suggests that the natural world has built into it the natural ability (and apparently the
inclination) to spontaneously org&e itself into highly ordered information systems

(such as living cells). thisis indeed true, such a remarkable biriltability and

inclination requires a cogent explanation. In my minstrongly poingto an

intelligent cause.

Theme 3: Difficuies in Preventing Erosion of Biological
Information

Eight of the papers included within these proceedings primarily investigated the
problem of loss of biological information. Loss of information is something we can all
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understand it is part of our eveday experience. Like our own human information
systems, the elaborate information networks within a cell can be disrupted by countles:
random events. Most fundamentally, biological information is disrupted by random
mutations. Mutations are the cause efdtitary diseases, cancers, and immeasurable
heartache. In fact, mutation is the primary underlying cause of aging and death. Since |
is well known that deleterious mutations can accumulate even when there is strong
selection, and since beneficial mutais are very rare, it appears highly problematic
How could the mutation/selection process result imet gainof information over
time? In this last part of the synopsis, we examine the problem of genetic entropy, and
we ask if Darwinian selection can effectively halt genetic degeneration. If natural
selection cannot preserve biological information through deep time, we clearly need tc
explore alternative models of how biological information arises.

Getting There First: An Evolutionary Rate Advantage for Adaptive
Loss-of-Function Mutations

Michael J. Behe

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0020

Dr . Behe, an expert in cell bi ol ogy an:q
bacterial mutations which he has analyzed consistently turn out to entadad-loss
function rather thanreation of a new biological function. Loss of function mutations
involve such things as deleted genes, inactivated genes, or otherwise disrupted genes.
This means that even useful adaptive mutations usually still involve a net loss of
information. Dr. Behenakes a theoretical analysis of why this should be. He shows
that when a bacterial population encounters a new unfavorable environment, there is
urgencyin dealing with the new challenge (or else the population will go extinct). This
means that selectiatoes not have time to find tihestmutation for solving the

problem, but will consistently amplify tHerst mutation that resolves the immediate
need (even when the change is deleterious in the big picturejot-tigsction

mutations are vastly more comon than gairof-function mutations (picture

introducing typographical mistakes into an instruction manual). Therefore most
adaptive selection events will amplify les&function-mutations (they almost always
arrive on the scene first). Because lo&$unction mutations inherently involve loss of
information, there tends to be a net loss of information even while meaningful
adaptation is happening.

Significance: This paper shows that even when adaptive mutations do happgn,

will almost always be mamisted as a loss of functional information. This is because
given a pressing environmental challenge, selection will favor whatever solution to the
problem arises first. Since there are many ways to break a gene, but very few ways to
make a gene better, the first solution to arise will almost always involve afloss
functional information. Dr. Beheds t hec
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previous analyses showing empirically that rearld adaptive mutations consistently
involve loss of information. This papstands alongsidéhe paper by Dr. Mitaiiez et

al. (Multiple Overlapping Genetic Codes Profoundly Reduce the Probability of
Beneficial Mutation,

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 Q@@éh papers

show that beneficial mutations are almost always only beneficial in a narrow or
superficial sense, but in the bigger picture are consistently degenerative in nature, in
terms of information content.

Can Purifying Selection Preserve Biological Information?

Paul Gibson, John R. Baumgardner, Wesley H. Brewer and John C. Sanford
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0010

Dr. Gibson (et al,)a plant geneticist, demonstrates an even more fundamental problem
regarding net loss of information. It is obvious that within the functional genome most
mutations should be deleterious (they destroy information), while vanishingly few
mutations should bleeneficial (severely limiting creation of additional information).

It is often claimed that deleterious mutations do not matter, as natural selection
removes them. But this is clearly not correct. Deleterious mutations generally cannot
be removed via settion, because most themhave very tiny biological effects. As a
result, most deleterious mutations are too small to be recognized by natural selection
and so accumulate continuously, like rustarar. This basic problem has been known
by populatogenet i ci sts for a very | ong ti me
neutral mutation problemd or fithe genet
beyond previous studies, and show that the problem is much more severe than
previously recognizedrheir findings show thain higher organismshe large

majority of deleterious mutations are too subtle to be selected away. Consequently
deleterious mutations should systematically destroy biological information. Natural
selection can slow down, baannot stop, this degenerative process. Selection should
only eliminate the worst mutations. Unless there is some unknown mechanism which
can eliminate huge numbers of deleterious mutations which have tiny biological
effects, most deleterious mutationssnaccumulate continuously, resulting in a
continuous and progressive loss of biological information.

Significance: This fundamental theoretical problem of deleterious mutation
accumulation is not new, but it has been consistently clouded by confusmpaphr
uses a new method of analysis (comprehensive numerical simulation), which finally
brings clarity to the issue. It is now abundantly clear that the deleterious mutation
accumulation problem is very real, and in fact is much more serious than has
previously been thought.
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50ET ¢ . Oi ACEAAI 3EI Ol ACET DI Ob ¢ ARA6DOO
Wesley H. Brewer, John R. Baumgardner and John C. Sanford
http://www.worldscientificcom/doi/pdf/10.1142/9789814508728 0012

Some have argued that the lestgnding problem of continuous accumulation of
deleterious mutations might theoretically be solved if natural selection could be
focused on the elimination of those individuals withiest accumulated mutations.

Dr. Brewer (et al,)is a computer scientist with expertise in numerical simulation.

Brewer et al. show that this mechanism only works under extremely unrealistic
biological conditions, and shows that this artificial mechanisoulsl be completely
ineffective in the real world.

Significance: The theoretical problem of accumulating deleterious mutations has
often been dismissed by invoking mechanisms wherein selection eliminates the
individuals with the most numerous mutatiorisisTpaper effectively falsifies this
hypothetical mutatiortount mechanism, leaving the problem of deleterious mutation
accumulation ufresolved, and leavintpe neaDarwinian mechanisnwithout a
credibledefense

Can Synergistic Epistasis Halt Mutation A ccumulation? Results from
Numerical Simulation

John R. Baumgardner, Wesley H. Brewer and John C. Sanford
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0013

Some haveroposedhat the problem of continuous accumulation of deleterious
mutations might be solved if natural selection could be used to eliminate individuals
with the most fAsynergistic epistasiso.
experti® in numerical simulation. DBaumgardner et al. show that this theoretical
mechanism is highly contrived and is not even remotely realistic. He then goes on to
show that even if there were pervasive synergistic djgistéeractiors (it is a rare
deviaton from normal gene interactions), it does not solve the deleterious mutation
accumulation problem, but only makes the information degeneration problem worse.

Significance: Synergistic epistasis is a rare deviation from normal genic interactions,
and it would never even be discussed, except thetdtbeennvoked as a solution to

the mutation accumulation problem. The mechanism has been |lasgelgs an
abstraction- as a way to dismiss the mutation accumulation problem. Synergistic
epistasis, as it wdd apply on a genomic level, has never been rigorously examined.
Dr. Baumgardner et al. for the first time rigorously examine the hypothesis that
synergistic epistatic interactions might solve the mutation accumulation problem on
the genomic level. The #ors effectively falsify the hypothesis, leaving the problem of
deleterious mutation accumulation-sesolved, and again leaving n&marwinian

theory without an effectivdefense

26


http://www.worldscientific.com/doi/pdf/10.1142/9789814508728_0012
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728_0013

Computational Evolution Experiments Reveal a Net Loss of Genetic
Informatio n Despite Selection

Chase W. Nelson and John C. Sanford
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0014

As discussed in the prior section, the compptero gr am AAvi daod i s ¢
literally a type of dAdigital l'i fedo. Thi
selection can be effective in eliminating deleterious mutations even while amplifying
beneficial mutations. Unfortunatelfx v i d a 6 ssettthgs fdaanotireflect biological
reality. For example, all Avida mutations are designed to have enormous biological
effects (geneticists know that just the opposite is true, most mutations have tiny
effects). Nelson (and eauthor) shows that when Avidlautations are assigned

realistic biological effects, the program fails to amplify any beneficial mutations. More
relevant to this discussion, Avida completely fails to halt the continuous loss of
information already present. With realistic parameter ggtthe Avida population
systematically loses all established information. It does not go exXiiriainly

because Avida was designed to continue to operate even when there is no more
information left to lose. The evolutionary Avida program, given biiglalty realistic
parameter settings, provides compelling evidence that low impact mutations are un
selectable. Avida strongly confirms that continuous loss of information is a very real
problem, strongly indicating that the mutation/selection process sufitcient to stop
ontgoing net loss of information.

Significance:Avida is a lifesimulation computer program which many have claimed
proves that the Darwinian mechanism is effective at creating a net gain in information.
It appears to do this by elimiting all deleterious mutations and simultaneously
amplifying all beneficial mutations. But when Avida is run using biologically realistic
parameters, what is seen is just the opposite. There is a consistent net loss of
information (to the point where atformation which is subject to mutation is lost),
because lowmpact deleterious mutations consistently escape purifying selection.
Beneficial mutations fail to accumulate. To the extent that Avida reflects the
Darwinian process, it very effectively fdiss neeDarwinian theory.

Information Loss: Potential for Accelerating Natural Genetic

Attenuation of RNA Viruses

Wesley H. Brewer, Franzine D. Smith and John C. Sanford
http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0015

Dr. Brewer (et al.) uses his expertise in numerical simulation to show that loss of
information is not always a bad thing. RNA viruses have a high rate of mutation, and
are known to be prorte mutational degeneration. Dr. Brewer et al. show that erosion
of information due to mutation accumulation probably plays a significant role in
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extinction of viral strains and the cessation of pandemics. They further show that
pharmaceuticals that inceeaRNA mutation rates should be highly effective in
reducing severity and duration of pandemics. These theoretical studies have been
subsequently validated by an historical analysis of the human H1N1 strain of
influenza. Sincehe pandemic 01918 that irfluenza strain underwent continuous
accumulation of mutations at a very constant rate, such that over 10% of its genome
became mutated. During the same time, the strain underwent continuous and dramatic
attenuation (as evidenced by reduced pathogenieitg)in 2009 the human H1IN1
strain apparently went extinct (seA New Look at an Old VirugPattern of Mutation
Accumulation in the HumaH1N1 Influenza Virus Since 1918
http://www.tbianed.com/content/pdf/17426829-42.pd).

Significance: It has often been said that viruses in general, and specifically influenza,
are proof that the mutation/selection process creates new information. This study
shows just the opposite. Viral strains aartainly undergo finguning in terms of
adaption to their host or adaption to antiviral pharmaceuticals. However, RNA viruses
such as influenza are inherently subjecspontaneoudegeneration due to

deleterious mutation accumulation. This can leadenetic degeneration as reflected

by attenuatiorof its dfects pandemic termination, and strain extinction.

Entropy, Evolution, and Open Systems

Granville Sewell

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0007

Dr. Sewell, a mathematician, examines the relationship between biological information
and the principles of thermodynamics. He falsifies the commonly asserted claim that
all that is need#for the creation, maintenance, and expansion of life and biological
information is fAan open systemodo with ai
understood that entropy (disorder) cannot decrease in an isolated system (the system
does not selbrderitself). But our earth is an open system, and so entropy might
decrease (order can increase), as long as there is a compensating increase (more
disorder), outside the earth. This common argument asserts that the spectacular
decrease in entropy seen ontkedr.e., associated with life, computers, etc.), is
compensated by increases in entropy of the sun. Sewell challenges this compensatior
idea by showing that in an open system, thesfXropy" associated with any diffusing
component X (if X=heat, >entroyy is just thermal entropy) cannot decrease faster

than it is exported through the bound&tated another way, the-&rder in an open

system cannot increase faster than it is imported. Thus, he argues, the very equations
of entropic change, upon whichetkompensation idea is based, when they are
examined more closely, actually support the common sense conclusion that "if an
increase in order is extremely improbable when a system is isolated, it is still
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extremely improbable when the system is open, srdemething is entering which
makes it NOT extremely improbable."

Significance:In terms of direct observation, it is our universal experience that the
only meaningful counterforce to entropic degeneration is an intelligentthil. is the
underlying &ctor which allows people, human society, and life itsilfresist entropic
decayPi cture a young | adydés bedroom, whic
entropy (it is amess). When it is a closed system (with nothing entering or leaving), the
room will never organize or clean itself. But what if it is an open system (so things can
enter or leave)? For example, what if we import energy? Will turning up the
thermostat reduce the roombés disorder?
reduce the disoret? Will opening the widow let disorder escape? What might come in
through the window that might reverse the entropy? Letting birds and insects in will
not organize the room. Dr. Sewell points out that whatever is impossible within a
closed system (i.e.,raom that might selbrganize), is on a practical level still

impossible in an open system. The only thing that can come into thenolwaverse

the disorder would be an intelligent agent (i.e., the young lady), or an agent of
intelligence (a housekeeping robddnly an intelligent will canmeverse the growing
entropy in the room.

Information and Thermodynamics in Living Systems

Andy C. MIntosh

http://www.worldscientific.com/doi/pdf/10.1142/9789814508728 0008

Dr. McIntosh, an expert in thermodynamics, investigates the relationship between
biological informaion and the principles of thermodynamics applied to open systems.
He briefly describes the second law of thermodynamics which says that in isolated
systems the amount of useful energy (which can do work), is always decreasing. He
then moves into the mathesis of his papewhich is that even in a neisolated

system there are crucial thermodynamic principles that apply. In a system such as the
earthds biosphere (constantly recei vVving
strictly apply, causing soatto posit that by adding energy to the system, one should be
able to reverse the overall trend of entropic degeneration and enable the spontaneous
development of life with all its naAmachines and biological information systems. Dr.
Mclntosh critically kamines this widehheld idea among biologists that all one needs

is an external energy source in order to discard the fundamental problem of
thermodynamic decay and entropic degeneration.

Dr. Mcintosh shows with a number of examples that machinery (defimelevices

which harness energy from an external source and use it to do work) never arise just b
simply bringing random energy across the open boundary of a system. Such free
energy (energy available to do work) requires there to have already beehanise
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in place ready to capture and convert
energy, by itself, does nothing to produce or enable the origin of biological machinery.
The oppositeistruebi ol ogi c al machi nery (dhinegy) , a
enables the capture/channeling of energy to make sugars to allow plant growth and
biosphere development. Information is needed to make the machinery, and without the
ma ¢ hi n e rsyenergh aan do nonudeful wokkithout functional information
(specifications), the external energyusce is biologically uselesg/ithout information

(i.e., intelligence), the external energy source does nothing to resolve the pobblem
thermodynamic constraint on selfganization, or the problem of entropic deca

Dr. Mcintosh then goes on to show a second very impioigane that emerges from

this. The information machinery of DNA/ribosome/protein manufacture etc. in all

living systems is itself sitting on a free energy substrate. In other words, the DNA itself
is formed with disequilibrium thermodynamics being sustainech er e i s an
thermalynamic procesgoing on. The polymerization of DNA itself requires precise
energy input to make the joining and stringing together of DNA to take place. The
same is also true for the proteins encoded by DNA.

This led Dr. Mcintosh to a third important @vgation. He askedVhatis it that

constrains the thermodynamics to be in such a disequilibrium? To answer this, one has
to address the questioWhat is information? Surprisingly, it is NOT the DNA

chemistry that makes information. The information is defined tyde(similar to the
software of a computer). It is tle@rangemenof the chemicals which is used by the
messaging system of DNAnNd ths underlying information isonrmaterial It is NOT

the thermodynamics of the matter and chemical/electrical energy which determines
information content, but rather the reverse. thisvery presence of the informational

logic (i.e., coded informationyyhich constrains the thermodynamarsd orders the

matter and energy in the system, using and controlling free energy devices (machines)
This is a fundamental conclusion and has far reaching consequences for understandin
biological systems.

Dr. MciIntoshaddresses a fourth issue that arises out of his study. He proposes several
principles of (hoAmaterial) coded information exchange. These principles mirror some
of the laws of thermodynamics. He then moves on to propose principles concerning
how normateial information interacts with matter and energy in (open) biological
systems. The cruci al conclusion is what
information enables bimnachinery to work, which enables the capture of energy and
thus raises the freenergy within the system.

In terms of practical application, Dr. Mcintosh shows that what allows life to be alive
is not biochemistry plus an external energy source. Rather, life is possible because of
biological informationi which allows capture of exteal energy, directed energy

30



processing and enhancement, and the use of such energy to build and run molecular
machinery along with a multitude of metabolic networks. Such enesigymolecular
machines and networks are themselves specified and contipllddlogical
information.The molecules, machines, and networks do not make the information.
Rather, the information makes the molecules, machines, and nethloeksee

Darwinian view has always been just the oppositeyanic molecules plus energy give
rise to information. Dr. McIntosh proposes that information is primary, while
molecules are secondary.

Significance: It is sometimes incorrectly stated that life violates the second law. This

is not correct and creates confusion, because living systesmsoaisolated. There is
always an external energy sour@ut thisis not where the Darwinian mechanism

fails. The fallacy is in the assertion that energy on its own can build the necessary
machinery of life. This does not occur and cannot occur thernamaigally. Science
repeatedly shows this not to be the case. However, because life involves many layers «
intricate coded and nested software programs, life does something very extraordinary
T it actively resists going to its lowest energy state. Lifethasinique ability to
fhover o, in a sustained manner, far ab
decaying organism. Thisappenspecifically because it has coded information
instructions which actively capture and chantte® energy available, farecessary
synthesis, repair and maintenance of all systems. In this way life can remain in a
suspended state of extreme disequilibrium.

This can be visualizedicely by considering a hovering hummingbird. It does not go to

its lowest available energy state (on the groudéad and decaying), but instead
maintains itself in an exceedingly improbable state of disequilibrium. Thasible

in part, because within theectar which the bird drinks there is more than enough
metabolic energy for that needed for the bird to hover. But that is not the interesting
part. High-quality raw energy by itself is NOT what really makes the hummingbird

hover Itis necessary butnstu f f i ci ent . 1t is only the
information that channels the available energy in precisely the right way which
enabl es and maintains the birdds perf et
resi dent i n trvbus systemr nduéctes, fleathars, hollow hares, cells,
proteins, ATP synthase, RNAs, and DNAs. This information is not just a series of zeros
and ones floating around somewhere within the bird. The information is active and
Afal i veo wi t hi eormadon hetwbrksr Thasd netwarks requirefa vast

matrix of senders and receivers, as well as many languages, and massive global
integration. Every component of every cell, withiery tissue, within every organi

the bird, requires continuous informatifilow. The biological information which

levitates the hummingbird is the collective effect of the operation and interaction of
countless executable programs.
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Based upon everything we know about information systems, this biological labyrinth of
informationsystems, which is required for the life to be alive, clearly seems to be the
outworking of a fundamental underlying intelligence. It should be obvious to any
biologist that this amazing information labyrinth is what enables the hummingbird to
hover and balive. The only rational basis for the existence of such an information
network is some type of underlying intelligence. The reagmyso many biologists
vehemently deny this obvious conclusion is their unwavering philosophical
commitment to strict matiedism.

The flowering plant, from which the hummingbird obtains its energy, has its own
enabling labyrinth of information which allows it to photosynthesize and grow. The
plant has no brain, yet its enabling information labyrinth also appears to be the
outworking of a fundamental underlying intelligence. Reasonably, it is this underlying
intelligence that enables the information labyrinth, which enables the plant to capture
low-quality radiant energy from the sun, and convert it into higher quality chémica
energy (that the machinery in the hummingbird can use to do work), which enables the
hummingbird to hover. The sun provides the energy, but biological information is the
basis for capturing the energy, improving its form and quality, and directing it to
create, maintain, and operate the machinery needed fottlifeinformation that
enabledife to intelligently control and make use of the downward flow of energy
(thermodynamics).

In conclusion, one of the main revelations that has come out of thigosjum is that
biological information is the key to understanding fifmore specifically it explains

how life can actively sustain itself in a state of extreme thermodynamic disequilibrium.
This revelation immediately raises the questiinWh e r e atdkenabling biolbgical
information come from?0 The answer i s 1
that it cannot come from the simplistic mutation/selection process, and appears to
require the operation of some type of intelligence. Since informetithe key to life,

and since biological information is clearly subject to entropic degeneration, a second
qguestion immediately arisési How mi ght bi ol ogi cal i nfo
through deep time?0 Again, the answer |
purifying selection is not adequate, and that halting the entropic loss of biological
information would appear to require theeration of some type of intelligence.
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Figures above The hovering hummingbird, along with the flowering plant that nourishes it,
epitomize | ifebds amazing ability to persi st

image). Many factorsareinoved, but the primary #Avital f
and plants to Ahovero far above thermodynai

flowing continuously through elaborate information channels (bottom image).
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Final Comments from the éthor

When | first conceived of the Cornell symposium in 2010, | could not have imagined
that it would attract so many gifted scientistsnfrso many diverse disciplinds was

my privilege to work with Drs. Marks, Behe, Dembski, and Gordon in enlistieg t
speakers, getting the papers reviewed, and editing the proceedings. | believe everyor
who contributed to the symposium went away with a greatly enhanced appreciation of
what biological informatn really is (certainly | did)When you start to see ithe

depth and sophistication of biological information is simply breathtaking.

Many scientists who are committed to the standardDaavinian model of life may

find these proceedings disturbingg which is unfortunatel do not think any of the
contributing authors to the proceedings hag antention to offend anyondt is just

that it is increasingly clear thtie longreigning neeDarwinian paradigm is collapsing

T and despite many efforts weny what is obvious c| ear |y fit he en
c | ot hhe extreinely sophisticated hardware and software systems that enable life
simply cannotbe built by any trial and error system. In partictlaris very clear that
softwarecan never belevelogdone binary bit aa time. Apart from a fully functional
pre-existing hardware/software system, a sirlgitechas absolutely no meaninigfeel

that if we are to preserve our scientific integrity, we must acknowledge that we have a
major explanatory problem, and we need tdbgok to the drawing board in terms of
understanding the origin of biological information.

The entropic degeneration of informationsemething we all understaridit is a
general problem we all have to deal with every day. It is clear that this isamlso
enormous problem within the biological realm. We all have a limited life expectancy
primarily due to mutation accumulation on the personal level. The problem of mutation
accumulation iclearly also a serious problem on the level of the species. thelec
does not generally appear to be capable of halting deleterious mutation accumulatior
and mostgeneticadaptations appeao involve loss of informationThe problem of
entropic degeneration of biological information should betswept under the rug.
While it seems paradoxicatithin the ruling paradigmit is extremely important and
clearly deserves to be studied in much more depth.

9. @. Sanford
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Professsor of Computational Systems Biology at the Tampere University of
Technnology in Finland.

Stuart A. Kauffman is currently Distinguished Professor of
Biochemistry and Mathematics at the University of Vermont
and Distinguished Professor of Computational Systems
Biology at the Tampere University of Technology in Finland.
He has also held professbips at the University of Chicago,
the University of Pennsylvania, the Santa Fe Institute, the
University of New Mexico, the Krasnow Institute at George
Mason University, the M.D. Anderson Cancer Center, the
University of Calgary, and Harvard Divinity Sobl. A
pioneer in the field of complexity theory, he is a biologist,
trained as a medical doctor, who studies the origins of life
C and the origins of molecular organization. Kauffman is the
holder of a dozen biotechnology patents and the founder or boandanef a number
of biotechnology corporations. In 2008 he was elected a Fellow of the Royal Society of
Canada. The author of over 180 scientific articles, he is tatwr of one book and
the author of four others

Jed C. Macosko
School of MathematicdVake Forest University.

' Jed C. Macosko is an associate professor of biophysics at
Wake Forest University. He graduated from MIT with the
Merck award for outstanding scholarship and earned a Ph.D.
in biophysical chemistry at the University of California,
Berkeley in 1999 for his work on the molecular machinery of
influenza, HIV and nerve cells. From 2000 to 2002 his
research on molecular machines continued as an NIH
postdoctoral fellow in the laboratory of Carlos J. Bustamante
and then in 2003 and 2004 as adjunct assistant professor
working with David J. Keller at the University of New
Mexico. Since 2004 the Macosko lab at Wake Forest has
usedin vivo andin vitro microscopy to study how molecular
machines move cargo from one part of a cell to anothisrtddm has developed a
novel drug discovery platform based on combinatorial libraries of nucleic acid encoded
chemicals. His studies on molecular machines and nuatéis have resulted in over

25 technical papers, book chapters and submitted patent$, dve been cited nearly
1000 times and have provided further evidence for design in nature. He and his wife
live in WinstonSalem with their five children.
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Andy C. MclIntosh
Prof.University of Leeds, DSc, FIMA, C.Math, FInstE, CEng, FInstP, NG Fr&\3,

Andy Mclintosh holds a research chair in Thermodynamics
and Combustion Theory, and has lectured and researched in
these fields for over 30 years. He has @Pm combustion
theory from the aerodynamics department of what was then
Cranfield Institué of Technology (now Cranfield

University), a DSc in Applied Mathematics from the
University of Wales and worked for a number of years at the
Royal Aircraft Establishment. He is a Fellow of the Institute

of Mathematics and its Applications, the Institutd=aergy,

the Institute of Physics and the Royal Aeronautical Society.

A chartered mathematician and engineer, and author of over
180 papers and articles, his research has been in combustion in fluids and solids. His
work has also included investigatiomsa the fundamental link between
thermodynamics and information, and in the last few years he has been involved in
research in the area of biomimetics where the minute combustion chamber of the
bombardier beetle has inspired a patented novel spray tegkneith applications to

fuel injectors, pharmaceutical sprays, fire extinguishers and aerosols. This research we
awarded the 2010 Times Higher Educational award for the Outstanding Coatributi

to Innovation and Technology.

George D. Montafez
BS ComputeBcience, University of CalifornigRiverside (2004), MS Computer
Science, Baylor University (2011)

George D. Montafiez isgtaduate student in the Machine
Learning department, School of Compuseience, at

Carnegie Mellon University. His research insseinclude
predictivestate model reconstruction, information properties
of genetic algorithms;onservation of information in

machine learning, and machine learning methodtefdual

data mining. He served as a research assistant to Dr. Robert
J. Marksll at Baylor University.
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Chase W. Nelson
Research Scientist

Chase W. Nelson is a biologist and musician currently
pursuing a PID. in bioinformatics and molecular evolution.

He graduated from Oberlin College in 2010, where he
performed honors research on mutation accumulation in
Arabidopsis. While at Oberlin, he became an NSF STEM
Scholar in Computation and Modeling, and also toak a
several research experiences, including an NIH [DeA
Networks of Biomedical Research Excellence Fellowship at
the University of Wyoming. He subsequently worked under
Dr. John C. Sanford at Rainbow Technologies, Inc., where
he examined the power of oatal selection in digital
organisms. His current studies under Dr. Austin L. Hughes
focus on developing computational methods to detect natural selection at the
nucleotide level. His design of novel tools for ngeneration sequence analysis and
geographs information systems earned him an NSF GRFP Award in 2013. During the
summer of 2013, he also undertook an NSF EAPSI Fellowship to study rice genetics
under Dr. WerHsiung Li at Academia Sinica ( ) in Taipei, Taiwan.

John W. Oller, Jr.
Hawthorne Regats Professor IV, Department of Communicative Disorders,
University of Louisiana at Lafayette

John W. Oller, Jr., Ph.D. founded the Department of
Linguistics at the University of New Mexico in 1972 and the
Applied Language and Speech Sciences Ph.D Prograh
Lafayette in 2001. Ol Il er 6s
theory and experimental measurement of linguistic processes
in education, high stakes testing, the diagnosis of disorders,
the success of social interactions, and more recently on
genetic gstems, biochemistry, repair and disease defenses,
etc. Winner of the Mildenberger Prize offered by the Modern
Language Association, Oller is the author of over 200-peer
reviewed papers and monographs along with 16 books

. largely in experimental measurememind research on
theories of linguistics and sign systems in general. His 2010 works include a book or
the causes of autism, an encyclopedic reclassification of communication disorders an
related disease conditions, and a monogspéd contribution tohie peerreviewed
multidisciplinary open source journal Entropy. The latter deals with the process of
pragmatic mapping (as in referring to an object, person, event, relation, or sequence c
them) and as found in genetics, the dynamics of immune systethghardistinct
neuroarchitecture of the human brain.
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John C. Sanford
Department of Horticulture, NYSAES, Cornell University, Geneva NY 14456

John Sanford has a Ph.D. in Plant Breeding/Genetics from
the University of Wisconsin. He has been a Cornell professor
for over 30 years, conducting research in the areas of plant
breeding, plant genetic engineering, and theoretical genetics.
John conducted plant genetic research that resulted in many
new crop varieties, more tha®0 scientific publications, and
several dozempatants. John was the primary inventor of the
biolistic fAgene gunod process
large fraction of the transgenic crops grown in the world

| today. John was team leader in the development of the
: = program Mendel 6s Acsgtbdbogidalynt ,
P~ = realistic forward time genetic accounting program. John is
the author of the boo&enetic Entropy and the Mystery of the Genodaodin is now
semiretired from Cornell, and continues to hold the position of Courtesy Associate
Professor.

Josiah Seaman
Ph.D. student in Computational Biology at Colorado University, Denver, CO.

Josiah Seaman is a student of Bioinformatics. He has a
bachelor's in Computer Science. He is currently workisig

Ph.D. student in Computational Biology at CU Denver. His
specialties are data visualization and sequence analysis. He is
the creator of Skittle Genome Visualizetnéskittle.com
which is being sed to better understand chromosome

1 structure and organization. The downloadable version is
freely available at http://sourceforge.net/projects/skittle/
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Granville Sewell
Mathematics Department, University of Texas, El Paso.

Granville Sewell is Professor of Mathematics at the
University of Texas at El Paso (UTEP). He completed his
Ph.D in Mathematics at Purdue University, and has
subsequently been employed by (in chronological order)
W Universidad Simon Bolivar (Caracas), Oakdée National
 Laboratory, Purdue University,IMSL Inc. (Houston),
UTEP, The University of Texas Center for High
Performance Computing (Austin), and Texas A&M
University, and is currently back at UTEP. He spent one
semester (Fall 1999) teaching at UniveasidNacional de
Tucuman in Argentina, on a Fulbright grant, and returned to
AN Universidad Simon Bolivar to teach summer courses in 2005
and 2008. Sewell has written three books on numerical analysis, and is the author of
widely-used finite element computprogram (video atvww.roguewave.com/pde2d

Bruce H. Weber

Emeritus Professor of Biochemistry, California State University at Fullerton, and
Robert H. Woodworth Chair in Science and NaturalilBsophy Emeritus at
Bennington College in Bennington, Vermont.

Bruce H. Weber is Emeritus Professor of Biochemistry,
California State University at Fullerton, and Robert H.
Woodworth Chair in Science and Natural Philosophy
Emeritus at Bennington College Bennington, Vermont.

He is the author of numerous scientific articles and the co
author or ceeditor of several books, includingvolution

and Learning (MIT Press 2003),Darwinism Evolving:
Systems Dynamics and the Genealogy of Natural Selection
(MIT Press 1996)Evolution at a Crossroads: The New

| Biology and the New Philosophy of ScierfbfT Press
1989), andEntropy, Information, and Evolution: New
Perspectives on Physical and Biological EvolutidlT Press 1988). His research
interests are imacromoleculaevolution with special emphasis on the application of
nonequilibrium thermodynamics to the problems of the emergence of life, and the
history of biochemistry, especially the conceptual development of bioenergetics
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Jonathan Wells
Discovernyinstitute, Seattle WA 98104.

" Jonathan Wells holds an A.B. in Physical Sciences from the
University of California at Berkeley. In 1985 he received a
Ph.D. in Religious Studies from Yale University, with a
dissertation on Charles Hodge and the nineteeatitury
Darwinian controversies. In 1994 he received a second Ph.D.
in Molecular and Cell Biology from the University of
California at Berkeley, with a dissertation on frog
embryology. From 1995 to 1998 he worked as a hospital

i laboratory supervisor and dighostdoctoral research at
Berkeley. He then moved with his family to Seattle, where
he is now a Senior Research Fellow at the Discovery
Institute. He has authored scientific articles in BioSystems,
The SC|ent|st The American Biology Teacher and RivistaBidilogia / Biology
Review, and he has @uthored articles in Development and Proceedings of the
National Academy of Sciences USA. He is also the author of several books, including
Charl es Hodgeds C,rlc¢onsi off Bvelutiomdnd Thea Politicallyi s m
Incorrect Guide to Darwinism and Intelligent Desjgand he is the cauthor (with
William Dembski) of The Design of LifeHis most recent booklhe Myth of Junk
DNA, was published in 2011.
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